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Boutique consulting company focused on helping organizations achieve 
a DevOps transformation. We are engineers at heart and enjoy solving 
challenging problems by utilizing cutting-edge solutions through 
Kubernetes and Automation. 
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Do you need 
Kubernetes?
By Chris Wiederspan (Microsoft)



Hosting Models

More Control                                                                                     Less Maintenance



Cloud Maturity Scale

Kubernetes
Container Platform

On-Premises
Infrastructure Platform

PaaS
Application Platform

FaaS
Serverless Platform

IaaS
Infrastructure Platform

App Lift & Shift
Re-host your applications from on-
premise to cloud

App Modernization
Re-architect for the cloud with PaaS and 
containers

Modern Apps

Transform app experiences with new cloud native 
services and AI



Kubernetes Pros

More control like Infrastructure as Service (IaaS)

High agility like Platform as a Service (PaaS)

Portable



Kubernetes Cons

LEARNING CURVE COMPLEX MORE WORK



Azure Alternatives

Platform as a Service
• App Services
• ASEv3
• Spring Cloud

Serverless
• Azure Functions
• Logic Apps



Hosting Models

https://aka.ms/azure-decision-tree



Hosting Models



Hosting Models



Azure Kubernetes 
Service (AKS)
By Facundo Gauna



Introduction

▪ An open-source container-orchestration 

system for automating application 

deployment, scaling, and management.

▪ De-facto industry container orchestrator

▪ Kubernetes is Greek for helmsman or 

captain

▪ Often referred to as “k8s”

▪ Initial release June 7, 2014

▪ Heavily influenced by Google’s Borg



Why?

CONTAINERS CREATE 
SCALABILITY CHALLENGES

ALLOWS YOU TO VIEW THE 
DATA CENTER AS A COMPUTER



Traditional data center
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View the data center as a computer
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Traditional deployments
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View the data center as a computer

commit
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What does Kubernetes do?

Provides self-healing 
capabilities for both 

hardware and 
application issues

Becomes a platform 
to host multiple 

applications across 
the same hardware

Let's you define and 
configure everything 
through code (YAML)

Self-Healing Multi-tenancy Declarative configuration



Key Benefits

Operational

▪ Simplifies hardware deployment to cloud 

and on-premises datacenters

▪ Resilient architecture – tolerate total 

management plane failure

▪ Fine-grained access controls

▪ Native integration to public cloud

▪ Fully-featured REST API for custom 

monitoring

▪ Control over internal networking

▪ Customizable application scheduling

Technical

▪ Automatic application healing

▪ Deploy applications in high availability

▪ Zero downtime deployments

▪ Multiple networking paradigms

▪ Flexible reverse proxy options

▪ Extend its capability through Custom 

Resource Definitions (CRDs)



Kubernetes Adoption Impact

CI/CD Key Performance Indicators

▪ Deployment frequency increased 47%

▪ Speed of deployments increased 52%

▪ Deployment failure rate decreased from 25% to 6%

▪ Time to recovery decreased from 92 to 12 minutes

*Based on a report by DataDog



Who uses Kubernetes?



What are common use-cases?

Microservices

Batch Jobs

Machine Learning

Workflows
Enterprise 
Platforms



Kubernetes Architecture



Kubernetes Architecture



Kubernetes Architecture



Kubernetes Architecture



Kubernetes Architecture



Azure Kubernetes Service

API server

Controller 
ManagerScheduler

etcd 
Store

Cloud 
Controller

Self-managed master node(s)

Customer VMs

App/ 
workload 
definitionUser

Docker

Pods

Docker

Pods

Docker

Pods

Docker

Pods

Docker

Pods

Schedule pods over 
private tunnel

Kubernetes API 
endpoint

Azure managed control plane



Azure Kubernetes Service

AUTOMATED PROVISIONING, 
UPGRADES, PATCHES

HIGH RELIABILITY, 
AVAILABILITY 

EASY, SECURE, CLUSTER 
SCALING



Azure Kubernetes Service

Rich integration with Azure services

Support for Windows containers

Master control plane at no charge



Self-Hosted vs AKS

*



Demo



The Big Decisions - Networking

Kubenet
(each node gets an IP)



The Big Decisions - Networking

Azure CNI
(each pod gets an IP)

192.168.1.6



The Big Decisions – How to deploy?

Azure Portal

Terraform

Bicep

Azure Blueprints

Azure CLI



The Big Decisions - Secrets

Third-Party/Closed-Source

Open Source
Azure



The Big Decisions - People

▪ Which team will support it?

▪ What does support mean?

▪ Do each application team get their own cluster?

▪ Do we share DevOps people?

▪ What about Site Reliability Engineers (SREs)?

▪ Do we create a Kubernetes platform?

▪ Who’s going to own the Kubernetes platform?



Azure RedHat 
OpenShift (ARO)
By Justin VanWinkle



What is OpenShift?

RedHat OpenShift is an 
enterprise-ready container 
orchestration platform.

- Kubernetes++

- Enterprise Support

- Sane Defaults



What is Azure Red Hat OpenShift (ARO)?

▪ Enterprise Kubernetes

▪ Supported by Microsoft & 
Red Hat

▪ Fully-managed OpenShift
▪ No virtual machines to operate

▪ No patching required



ARO Features and Benefits



Managed vs Self-Managed



DYI vs AKS vs ARO

Azure RedHat OpenShift

Microsoft & Red Hat



Benefits of ARO over AKS 

Support 
beyond 

infrastructure
Operator Hub

Cluster 
monitoring by 

default



Sneak Peek: Manage Your Clusters



Sneak Peek: Interact with the Cluster

▪ Kubectl

▪ OpenShift CLI

▪ Cluster Console



Sneak Peek: Deploy an Application

▪ oc apply -f nginx.yaml

▪ kubectl apply -f nginx.yaml

▪ Cluster Console



Bonus: Deploy Tools with Ease



Demo



Do it yourself



Companion Website

https://boxboat.github.io/k8s-on-azure-wkshp/



Wrapping Up



Summary

▪ Kubernetes is here to stay

▪ A lot of control over your infrastructure and a lot of agility

▪ You might not need Kubernetes; you might be able to use Platform as 
a Service

▪ Azure Kubernetes Service is a managed Kubernetes offering
▪ You still must:

▪ Learn containerization & Kubernetes

▪ Make choices on more tooling (Azure vs Open-Source vs Third Party)

▪ Figure out how to support it

▪ Figure out how to support issues on Kubernetes



Summary

▪ Azure RedHat OpenShift is an opinionated and managed Kubernetes 
offering jointly supported with RedHat.
▪ Less pressure to:

▪ Learn containerization & Kubernetes

▪ Make choices on more tooling

▪ Figure out how to support it

▪ You can leverage RedHat support for issues with Kubernetes



AKS Health Check ❤



AKS Health Check ❤

▪ If you’re tried AKS…

▪ Value-packed assessment where we assess your environment and 
ensure its following Microsoft’s best practices
▪ Time Commitment: Up to 2 hrs.

▪ We don’t need access



Schedule an intro call 📆

A. Reach out of your Microsoft account rep and ask for BoxBoat

B. Reach out to me at facundo@boxboat.com



Questions?


